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Figure 1. To achieve robust and generalizable pose regression, we lift real-world 2D images into 3D Gaussian Splats [23] as the data engine
to synthesize many more posed images (top-left). A robust training paradigm is proposed to learn pose regression from real and synthetic
data (top-right). Quantitative experiments validate the state-of-the-art performance of our method (bottom-right). With our data synthesis
and robust training, the translation and rotation errors are respectively reduced by 66.32% and 66.40% (bottom-left).

Abstract

Visual localization, which estimates a camera’s pose
within a known scene, is a long-standing challenge in vi-
sion and robotics. Recent end-to-end methods that directly
regress camera poses from query images have gained at-
tention for fast inference. However, existing methods of-
ten struggle to generalize to unseen views. In this work,
we aim to unleash the power of data synthesis to promote
the generalizability of pose regression. Specifically, we lift
real 2D images into 3D Gaussian Splats with varying ap-
pearance and deblurring abilities, which are then used as a
data engine to synthesize more posed images. To fully lever-
age the synthetic data, we build a two-branch joint training
pipeline, with an adversarial discriminator to bridge the
syn-to-real gap. Experiments on established benchmarks
show that our method outperforms state-of-the-art end-to-

*Equal contribution. In alphabetical order.
†Corresponding author.

end approaches, reducing translation and rotation errors by
50% and 21.6% on indoor datasets, and 35.56% and 38.7%
on outdoor datasets. We also validate the effectiveness of
our method in dynamic driving scenarios under varying
weather conditions. Notably, as data synthesis scales up,
our method exhibits a growing ability to interpolate and ex-
trapolate training data for localizing unseen views.

1. Introduction

Visual localization, the task of calculating a 6-DoF camera
pose—its translation and rotation—based on a query image
within a given environment, is essential for wide applica-
tions, including robotics [1], autonomous vehicles [19], and
virtual reality [11]. Besides traditional geometry-based ap-
proaches, recent learning-based visual localization methods
either adopt scene coordinate regression (SCR) [4, 5, 40,
59] or absolute pose regression (APR) [6, 9, 22, 51]. SCR
methods focus on learning-based 2D-3D correspondences
followed by subsequent Perspective-n-Point (PnP) for pose
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estimation. In contrast, APR methods employ a supervised
framework to train a regression neural network on image-
pose pairs, enabling direct pose estimation during inference.
APR offers the advantage of faster runtime and better per-
formance in challenging conditions, such as images with
low texture or repetitive patterns [30], making it a promis-
ing approach for advancing visual localization.

Despite the promises, a well-known pivotal work [47]
discovered that existing APR seemed to perform image-
based memorization, i.e., retrieving poses seen during train-
ing, more than generalization, i.e., interpolating between or
extrapolating beyond training poses. Driven by this crucial
finding, to improve such memorization while avoiding the
need for denser real-world training samples, recent meth-
ods leverage Neural Radiance Field (NeRF) [37] to synthe-
size additional posed images for APR training [9, 30, 39].
However, a critical question remains: why do previous
APR methods struggle to generalize effectively? Deep neu-
ral networks show impressive generalization in many other
tasks [29, 60, 61, 63], and humans can infer poses from new
viewpoints in known environments. So, what is missing?
We hypothesize two key gaps: (1) Data Gap: Prior methods
lacked sufficient diversity and quality in synthesized data to
learn a robust feature space. (2) Learning Gap: Limita-
tions in previous learning pipelines prevented effective use
of large-scale data to enhance generalizability.

To address the two key gaps, we propose a novel robust
training framework for absolute pose regression (RAP), as
shown in Fig. 1. We address the data gap by adopting and
extending 3D Gaussian Splatting (3DGS) [23] to allow ef-
ficient and diverse data synthesis with controllable varying
appearance. We address the learning gap by designing a
two-branch joint training. The first branch coarsely trains
our Transformer-based APR with both real data and data
synthesized at the original real pose, together with an adver-
sarial discriminator to reduce the syn-to-real domain gap.
The second branch progressively unleashes the power of
data synthesis with randomly perturbed poses and appear-
ances, providing additional supervision to the same APR
Transformer. We systematically evaluate each component’s
effect and analyze how the synthesized data endows our
APR model with better generalizability in pose regression.

Through extensive experiments, we demonstrate that
scaling up the training data significantly enhances repre-
sentation learning in APR. Using only 20% real training
data with our data synthesis already leads to a representa-
tion with better APR performance than using all real data, as
shown in Fig. 1. Meanwhile, our results indicate that APR
consistently benefits from more diverse visual data, and we
observe clear signs of a generalizable APR emerging as the
scale of data synthesis increases, and its localization per-
formance cannot be explained merely by memorization. Our
contributions are summarized as follows:

• We identify research gaps in studying APR model gen-
eralizability and demonstrate through comprehensive ex-
periments that large-scale data synthesis with effective
learning strategies makes APR more generalizable.

• We leverage 3D Gaussian Splats as our data engine to
efficiently synthesize novel views with new appearances.

• We propose a robust two-branch joint training pipeline
with an adversarial discriminator to reduce the syn-to-real
gap and fully unleash the power of synthetic data.

• Our method sets a new state-of-the-art in visual localiza-
tion on real-world indoor, outdoor, and driving datasets.

2. Related Works
Visual Localization. Visual localization aims to estimate a
camera’s translation and rotation within a 3D scene. Tra-
ditional geometry-based methods [7, 15, 31, 33, 42, 44–
46, 55] accomplish this by using point clouds and a refer-
ence image database, relying on stored descriptor and image
retrieval to establish 2D-3D correspondences. In contrast,
scene coordinate regression (SCR) methods [3–5, 59] em-
bed map information within neural networks to directly pre-
dict 2D-3D correspondences. Both approaches generally re-
quire PnP [17] and RANSAC [16] to output camera poses at
test time, which adds additional computation cost. Alterna-
tively, absolute pose regression (APR) [6, 8, 20, 22, 38, 50]
aims to directly regress the camera pose from a query im-
age using neural networks. Although the performance is
suboptimal compared with geometry-based methods, APR
remains a promising approach due to its fast inference.
Data Augmentation for Pose Regression. End-to-end
pose regression methods rely heavily on the amount and
diversity of training data. Previous work [47] shows that
APR implicitly learns image memorization in the given en-
vironment, actually overfitting to the training set. There-
fore, the following works LENS [39], DFNet [9] and PM-
Net [30] enhance APR performance by enriching training
views with NeRF. However, these approaches fail to ad-
dress the generalizability of APR models and exhibit sev-
eral limitations: (1) The efficiency of training and novel
view synthesis (NVS) in NeRF is severely restricted, hin-
dering scalability. (2) They limit NVS to geometric (pose)
transformations while neglecting photometric (appearance)
variations, thereby decreasing APR robustness to changes
in visual appearance. (3) The augmented data is underuti-
lized in their learning frameworks, leaving its potential for
improving APR largely untapped. Differently, our frame-
work switches to 3DGS [23] as the scene representation
to efficiently generate novel posed images with arbitrarily
blended appearances and introduce an adversarial mecha-
nism to unleash the power of synthetic data.
Handling and Synthesizing Challenging Scenarios. Vi-
sual localization often encounters unstructured photo col-
lections [54], where visual appearance varies due to mov-
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Figure 2. Pipeline of RAP. We lift multiple RGB video sequences into 3D Gaussian Splats, which serve as our data engine. The branch-1
(see Sec. 3.3.1) inputs paired real and synthetic images to regress poses, with a discriminator to bridge the syn-to-real gap. The branch-2
(see Sec. 3.3.2) generates views with novel poses and appearances, which are fed into the same pose regressor as additional supervision.

ing objects, lighting changes, and inconsistent camera expo-
sure settings. To tackle these in-the-wild challenges, NeRF-
W [36] uses per-image transient and appearance embed-
dings. In 3DGS [23], VastGaussian [28] applies a CNN
to 3DGS outputs but still struggles with significant appear-
ance variations. SWAG [12] mitigates this issue by storing
appearance information in an external hash-grid-based im-
plicit field, while GS-W [65] enhances flexibility by sepa-
rating intrinsic and dynamic appearance features for each
Gaussian point. 3DGM [27] leverages consensus across
multiple sequences as the self-supervision signal to remove
transient and moving objects without human annotations.
Deblur-GS [62] addresses motion blur—another challenge
in localization datasets—by modeling camera motion to
yield sharper edges in rendered scenes. Our method incor-
porates appearance modeling and edge refinement to handle
and synthesize diverse indoor, outdoor, and driving scenes.

3. Method
3.1. Pre-Processing with 3DGS

A robust pose regressor should focus on intrinsic scene
attributes, not appearance variations. Therefore, we first
synthesize diverse visual data for training. We leverage
3DGS [23], representing scenes with explicit ellipsoids, to
model diverse appearances (see Sec. B for more on 3DGS).
Following GS-W [65], we assume the scene contains K
Gaussians and represent the independent intrinsic material
attributes using positions µ ∈ RK×3, spherical harmonics
Y ∈ RK×16×3, and other parameters Θ including rotation
q ∈ RK×4, scaling s ∈ RK×3, and opacity α ∈ RK . To
capture the dynamic appearance influenced by environmen-
tal factors, we extract features from the input image and
assign each Gaussian its own feature using a learnable sam-
pler S ∈ RK×2, forming features E ∈ RK×16×3. We
also incorporate the camera’s view direction θ to account
for viewpoint-dependent effects. The final color of Gaus-

sians C ∈ RK×3 is computed as follows:

C = MLP(µ,Y , ωE, θ), (1)

where ω is the blending weight that controls the dynamic
appearance of the rendered image.

Another significant challenge in visual localization is
motion blur, often caused by slow shutter speeds during
video capture, leading to pose ambiguity and degraded ren-
dering quality, further decreasing localization accuracy. In-
spired by Deblur-GS [62], we model camera motion blur as
the inverse of scene motion, i.e., the transformation in Gaus-
sian position denoted by T ∈ SE(3). For each training im-
age, we sample a certain time step along a linear trajectory
with a sampling weight ϕ ∈ Rn and blend them to com-
pute loss L with the original blurry image Ib ∈ RH×W×3,
optimizing T , ϕ, C and other 3DGS parameters Θ:

argmin
ϕ,T ,µ,Y,E,Θ

L

(
Ib,

n∑
i=1

ϕi Render(T i(µ),C,Θ)

)
, (2)

where the details of L are in Eq. II. After training, our 3DGS
can efficiently render posed images given θ and ω.

3.2. Architecture of Pose Regressor

Given a set of images and their associated camera poses
{(Ii,Pi)}ni=1, our goal is to train a neural network to di-
rectly output a homogeneous camera pose P ∈ R3×4 for a
query image I ∈ RH×W×C . Our network architecture is
shown as the pose regressor in Fig. 2.
Feature Extractor. Pose regression networks typically
extract features using a common backbone φ, such as
VGG [53] or EfficientNet [56], leveraging multiple deeper
layers for translation and rotation regression:

φ(I) = {F0(I), ...,FN−1(I),FN (I)}, (3)

F∗(·) denotes features extracted from the ∗-th layer of a
backbone with N layers. Ft(I) and Fr(I) denote features
for translation and rotation regression, respectively.



Pose Transformer. Unlike CNN-based regression mod-
els [9, 30], where fine-grained local features can intro-
duce noise and harm performance, we propose Pose Trans-
former to leverage the strong ability of Vision Transformer
(ViT) [14] for modeling long-range dependencies. Each
Transformer generates a global token (Trans for transla-
tion and Rot for rotation) to provide a comprehensive con-
text for pose regression, inspired by the CLS token in ViT.
Given Fr(I) and Ft(I), the translation token is then con-
catenated with the flattened input features*:

F̃t(I) = Cat(Flatten(Ft(I)),Trans) ∈ R(HtWt+1)×Ct .
(4)

The positional encodings are then added to the flattened
feature (PE + F̃t(I)) ∈ R(HtWt+1)×Ct . Multi-head Self-
Attention (MSA) is then conducted through a stack of mul-
tiple layers with the post-processing as follows:

F̂ ′
t(I) = MSA(PE+ F̃t(I)) + PE+ F̃t(I),

F̂t(I) = LN(FFN(LN(F̂ ′
t(I))) + F̂ ′

t(I)),
(5)

where LN indicates layer normalization and FFN denotes
the fully connected feed-forward network, consisting of two
linear layers with a ReLU. The final output is flattened back
to (HtWt +1)× ct. More details can be found in Sec. D.2.
Regression Head. Only the processed translation token,
T̂rans, capturing global features for regression, is fed into
the regression head. This regression head consists of two
MLPs, each with two hidden layers and GeLU activation:

t̂ = Linear(GeLU(Linear(T̂rans))). (6)

The t̂ represents the final prediction for translation. Simi-
larly, we obtain the rotation prediction denoted by r̂.

3.3. Two-Branch Joint Training Paradigm

3.3.1 Branch-1: Aligning Features via Discriminator

Synthetic images from 3DGS provide novel viewpoints and
appearances but often contain artifacts, leading to a syn-to-
real domain gap. To align features from rendered and real
images of the same pose, we introduce an adversarial train-
ing mechanism besides the basic pose regression training.
Pose Regression Loss. For basic training, we render the
synthetic image I′ with the same pose label P as the real
image I , both used as supervision for the pose regressor.
The training objective consists of translation loss Lt and
the rotation loss Lr, which are measured by the Euclidean
distance between the ground truth pose P = {t, r} and the
estimated pose P̂ = {t̂, r̂}:

*We only present the translation regression for simplicity.

Lt = ∥t− t̂∥2, (7)

Lr =

∥∥∥∥r − r̂

∥r̂∥

∥∥∥∥
2

, (8)

L1
pose = Lt exp(−st) + st + Lr exp(−sr) + sr, (9)

where st and sr are learned parameters for balancing the
optimization between rotation and translation [21].
Adversarial Loss. The adversarial training mechanism op-
timizes the discriminator to distinguish real from rendered
image features, while training the feature extractor to fool
the discriminator, effectively bridging the domain gaps. To
prevent vanishing gradients, we propose a novel adversar-
ial objective for pose regression, inspired by LSGAN [35]:

argmin
D

LDis(D) =
1

2
EI∼pdata(I)

[
(D(Adj(Ft(I)))− 1)2

]
+
1

2
EI′

[
D(Adj′(Ft(I

′))2
]
, (10)

argmin
G

LGen(G) =
1

2
EI′

[
(D(Adj′(Ft(I

′))− 1)2
]
. (11)

Here, Adj and Adj′ are the adjustment layers, consisting
of Conv-ReLU-BN layers. The feature extractor φ acts as
the generator G, while D is the discriminator, composed of
several convolutional layers with ReLU activations. More
details are provided in Sec. D.3.

3.3.2 Branch-2: Training while Synthesizing Data
With the proposed appearance-varying 3DGS, more posed
images can be generated to enrich the training data for better
generalizability. Specifically, our data synthesis is catego-
rized into two dimensions: pose augmentation and appear-
ance augmentation, as illustrated in Fig. 1. For pose aug-
mentation, given a training pose P , a perturbed pose Psyn
can be generated around P by the translation noise of δt and
rotation noise of δr. For appearance augmentation, we ran-
domly adjust the appearance of rendered images using ran-
dom blending weights ω, and then render the synthetic im-
age Isyn using the Gaussian Splats trained in Sec. 3.1. The
novel image-pose pair (Isyn,Psyn), online generated every
20 epochs during training until the validation loss ceases to
decrease, serves as additional supervision for the training.
Given the estimated pose of the synthesized image denoted
by P̂syn, the loss function L2

pose(P̂syn,Psyn) is same as L1
pose.

3.3.3 Overall Objective

The total loss for the pose regressor is:

Ltotal = β1L1
pose + β2L2

pose + β3(LGen + LDis), (12)

where β1, β2, β3 are loss weights. The total loss will opti-
mize the pose regressor, adjustment layers, and discrimina-
tor. Only the pose regressor will be deployed in the infer-
ence phase, while the other two components are discarded.
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Figure 3. Visualization of the localization errors on the 7-Scenes dataset [52]. Each subfigure is split by a diagonal line, with the
bottom-left corner showing the image rendered from the estimated or refined pose and the top-right corner displaying the ground truth
image. The continuity along the diagonal line demonstrates the improved accuracy of the poses obtained by our RAPref.

Table 1. Quantitative results on the 7-Scenes dataset [52]. We compare our method against three categories of approaches (single-frame
APR, SCR, and NRP) based on median translation (cm) and rotation (◦) errors. The best results are highlighted in bold. More qualitative
visualizations are in Fig. VII. DSLAM GT and SfM GT refer to different sets of ground truth. More details are provided in Sec. G.2.

Category Methods Chess Fire Heads Office Pumpkin Kitchen Stairs Average

Single
Frame
APR

PoseNet (PN) [22] 32/8.12 47/14.4 29/1.20 48/7.68 47/8.42 59/8.64 47/13.80 44/10.4
MapNet [6] 8/3.25 27/11.7 18/13.3 17/51.5 22/4.02 23/4.93 30/12.1 21/7.77
AtLoc+ [58] 10/3.18 26/10.8 14/11.4 17/5.16 20/3.94 16/4.90 29/10.2 19/7.08

MS-Transformer [51] 11/4.66 24/9.60 14/12.2 17/5.66 18/4.44 17/5.94 17/5.94 18/7.28
PAE [49] 12/4.95 24/9.31 14/12.5 19/5.79 18/4.89 18/6.19 25/8.74 19/7.48
DFNet [9] 5/1.88 17/6.45 6/3.63 8/2.48 10/2.78 22/5.45 16/3.29 12/3.71

PMNet [30] 4/1.70 10/4.51 7/4.23 7/1.96 14/3.33 14/3.36 16/3.62 10/3.24
RAP (Ours, DSLAM GT) 2/1.15 7/4.44 5/5.94 7/1.95 7/2.23 7/2.12 12/3.07 7/2.98

RAP (Ours, SfM GT) 1/0.84 6/3.44 4/5.48 5/1.92 4/1.71 7/2.11 9/2.10 5/2.51

SCR
DSAC* [3] 0.5/0.17 0.8/0.28 0.5/0.34 1.2/0.34 1.2/0.28 0.7/0.21 2.7/0.78 1.1/0.34

ACE [5] 0.5/0.18 0.8/0.33 0.5/0.33 1.0/0.29 1.0/0.22 0.8/0.20 2.9/0.81 1.1/0.34
GLACE [59] 0.6/0.18 0.9/0.34 0.6/0.34 1.1/0.29 0.9/0.23 0.8/0.20 3.2/0.93 1.2/0.36

NRP

FQN-MN [18] 4.1/1.31 10.5/2.97 9.2/2.45 3.6/2.36 4.6/1.76 16.1/4.42 139.5/34.67 28/7.3
CrossFire [40] 1/0.4 5/1.9 3/2.3 5/1.6 3/0.8 2/0.8 12/1.9 4.4/1.38

DFNet + NeFeS50 [10] 2/0.57 2/0.74 2/1.28 2/0.56 2/0.55 2/0.57 5/1.28 2.4/0.79
HR-APR [32] 2/0.55 2/0.75 2/1.45 2/0.64 2/0.62 2/0.67 5/1.30 2.4/0.85
MCLoc [57] 2/0.8 3/1.4 3/1.3 4/1.3 5/1.6 6/1.6 6/2.0 4.1/1.43

RAPref (Ours, DSLAM GT) 2.6/0.89 1.9/0.85 1.3/6.5 2.6/0.74 4.5/1.17 4/1.30 2.8/0.78 2.8/0.91
RAPref (Ours, SfM GT) 0.33/0.11 0.57/0.22 0.39/0.28 0.60/0.18 0.82/0.20 0.53/0.15 1.12/0.32 0.62/0.21

4. Experiments

4.1. Evaluation Setup

Datasets. For evaluation, we follow previous works [9, 30]
to use four scenes in the Cambridge Landmarks dataset [22]
with spatial extents from 875 m2 to 5600 m2. We also em-
ploy the 7-Scenes dataset [52], which provides seven indoor
scenes with volumes spanning 1 m3-18 m3, and follow the
original training and testing splits with more accurate SfM
pose annotations [5, 10]. Moreover, we evaluate our method
on MARS [26], a self-driving dataset featuring challenges
like moving objects, lighting changes, and motion blur.
Baselines. We first compare our proposed RAP against
common single-frame APR approaches on the three
datasets, where PMNet [30] and DFNet [9] are the most
related and advanced methods based on data augmenta-
tion. We split the remaining methods into two categories

based on whether they rely on extra novel view synthesis
in test time, including SCR [4, 5, 59] and NRP (Neural /
Rendering-based Post refinement) [10, 18, 32, 40, 57, 66,
67], which involves rendering or querying features in novel
views by the initial pose for the following one-shot or iter-
ative refinement. MCLoc [57] is a pose refinement method
using 3DGS, while others use NeRF.

Implementation Details. First, we optimize our 3DGS
for each scene without masking moving objects. We
then train our RAP network, which uses an Efficient-B0
backbone [34] pre-trained on ImageNet [13], optimized
with Adam [24] at a learning rate of 1 × 10−4. Only
the features from the third (reduction 3) and fourth
(reduction 4) layers are used respectively for transla-
tion and rotation regression, and both layers are utilized for
narrowing the domain gap via the discriminator, which is
also optimized with Adam [24], using a learning rate of
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Figure 4. Qualitative comparison of camera pose estimation errors between a) DFNet [9] and b) our RAP framework across four
scenes on the Cambridge Landmarks dataset [22]. The rotation errors are represented by the color bar on the upper right (in degrees), while
position errors (as a percentage of scene size) are shown based on the lower right color bar. Our RAP framework estimates trajectories that
more closely follow the ground truth, with significantly reduced rotation and position errors compared to DFNet [9].

Table 2. Quantitative results on the Cambridge Landmarks
dataset [22]. We compare our method with single-frame APR,
SCR, and NRP methods in median translation (cm) and rotation
(◦) errors. The best results are highlighted in bold.

Category Methods College Hospital Shop Church Average

Single
Frame
APR

PoseNet (PN) [22] 166/4.86 262/4.90 141/7.18 245/7.95 204/6.23
MapNet [6] 107/1.89 194/3.91 149/4.22 200/4.53 163/3.64

MS-Transformer [51] 83/1.47 181/2.39 86/3.07 162/3.99 128/2.73
PAE [49] 90/1.49 207/2.58 99/3.88 164/4.16 140/3.03
DFNet [9] 73/2.37 200/2.98 67/2.21 137/4.03 119/2.90

PMNet [30] 68/1.97 103/1.31 58/2.10 133/3.73 90/2.27
RAP (Ours) 58/0.87 81/1.20 33/1.64 60/1.83 58/1.39

SCR
DSAC* [3] 18/0.3 21/0.40 5/0.3 15/0.6 15/0.40

ACE [5] 29/0.38 31/0.61 5/0.3 19/0.6 21/0.47
GLACE [59] 19/0.32 18/0.42 5/0.22 9/0.3 13/0.32

NRP

FQN-MN [18] 28/0.4 54/0.8 13/0.6 58/2 38/1
CrossFire [40] 47/0.7 43/0.7 20/1.2 39/1.4 37/1

DFNet + NeFeS30 [10] 37/0.64 98/1.61 17/0.60 42/1.38 49/1.06
DFNet + NeFeS50 [10] 37/0.54 52/0.88 15/0.53 37/1.14 35/0.77

HR-APR [32] 36/0.58 53/0.89 13/0.51 38/1.16 35/0.78
MCLoc [57] 31/0.42 39/0.73 12/0.45 26/0.8 27/0.6

RAPref (Ours) 18/0.38 22/0.42 8/0.39 16/0.47 16/0.42

0.0002 and betas set to (0.5, 0.999). More details about
training can be found in Sec. E.2. For generating random
views, we apply random normalized perturbations to each
training pose: δt = 20 cm and δr = 10◦ for indoor scenes,
and δt = 150 cm and δr = 4◦ for outdoor scenes.

To allow for comparison with SCR methods and lever-
age 3DGS’s efficient rendering for NRP, we extend the
APR pipeline with match-based refinement, denoted as
RAPref. At test time, RAP’s initial predicted pose will be
used to render an RGB-D image via 3DGS. Together with
MASt3R [25], we can obtain 2D-3D correspondences to

perform RANSAC-PnP [16, 17], resulting in a refined pose.
More details are provided in Sec. E and Sec. F.

4.2. Benchmark Results

7-Scenes [52]. As shown in Table 1, our RAP achieves su-
perior performance, with a 50% reduction in translation er-
ror (0.10 → 0.05) and a 21.91% reduction in rotation error
(3.24° → 2.51°) averagely compared with previous state-
of-the-art single-frame APR methods. Only in heads the
rotation error is suboptimal, which consists of only two se-
quences, one for training and the other for testing. This re-
striction may limit the ability of our augmentation method
to fully capture the scene’s variability. Meanwhile, RAPref
achieves a substantial improvement, significantly reducing
pose estimation errors with one-shot refinement using our
3DGS. Notably, our RAPref is the first to achieve an aver-
age translation error below 1 cm and a rotation error below
0.25◦. Qualitative examples are displayed in Fig. 3.
Cambridge Landmarks [22]. In the more challenging out-
door Cambridge Landmarks dataset, as shown in Table 2,
our RAP demonstrates a significant performance advan-
tage across all scenes, achieving over 30% improvements in
both translation and rotation error compared to other single-
frame APR methods. The visualization in Fig. 4 shows that
our method produces fewer outliers than DFNet. In the two
larger-scale scenes, i.e., College and Church, the improve-
ment in rotation error even doubled. Table 2 also highlights
the effectiveness of our RAPref in further reducing pose
errors through the refinement phase. Specifically, RAPref
with one-shot optimization significantly outperforms Cross-
Fire [40] and DFNet + NeFeS [10], which require 30 and
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Figure 5. Qualitative results of our RAPref on the MARS
dataset [26]. Our method achieves precise localization even in
highly dynamic scenarios with varying weather conditions.

even 50 optimization steps. Compared to ACE [5], our
model achieves competitive localization performance, with
a slight drop only in Shop. This shortfall is likely due to the
rolling shutter effect in the images, causing distortion and
edge ambiguity in the rendered views, which can weaken
the performance of 2D-2D matching in MASt3R [25].
MARS [26]. Autonomous driving scenarios present unique
challenges, including moving objects and frequent changes
in lighting conditions, as illustrated in Fig. 5. Our RAP
demonstrates effective and robust performance across four
challenging scenes, as shown in Table 3, achieving an aver-
age 45 cm / 0.78◦ localization error. This significantly out-
performs the baseline PoseNet [22] and DFNet [9], which
struggles to model such large-scale driving scenarios using
NeRF due to noise introduced during the learning process.
With one-shot refinement, our RAPref further reduces out-
door localization errors to below 10 cm.

4.3. Ablation Study

We conduct ablation studies on the validation set of Shop in
the Cambridge Landmarks dataset to investigate the impact
of all the components in our RAP. Setup I, our baseline,
consists of the same components as in PoseNet [22] and
has been retrained for our experiments. In Setup II, we re-
place the feature extraction from VGG16 [53] to Efficient-
B0 [34], which enhances performance due to its superior
feature representation, while they both exhibit poor per-
formances due to the lack of data synthesis. In Setup III
and IV, we explore the effectiveness of the designed pose
augmentation and appearance augmentation, which bring
notable improvements: translation error reduces from 103
cm to 75 cm, and rotation error from 3.52◦ to 3.14◦. In
Setup V and VI, we add regular convolutional layers and
Pose Transformer between feature extraction and pose re-
gression. Both improve performance due to the increasing
parameters, but the Transformer achieves superior results by
effectively handling long-term dependencies through atten-

Table 3. Quantitative results on the MARS dataset [26]. We
compare our pipeline with DFNet [9] and PoseNet [22] in transla-
tion error (cm) and rotation (°) errors.

Methods “0011” “0015” “0037” “0041” Average

PoseNet [22] 149/1.80 136/2.34 123/1.60 75/0.92 121/1.67
DFNet [9] 298/4.70 528/10.25 535/7.18 642/4.43 530/6.64

RAP (Ours) 44/0.68 59/1.55 24/0.40 51/0.50 45/0.78
RAPref (Ours) 9.0/0.12 8.6/0.24 8.8/0.09 7.9/0.14 8.6/0.15

Table 4. Ablation study. We systematically investigate the impact
of the proposed components; see Sec. 4.3 for detailed analysis.

Setups on Shop Trans. (cm) ↓ Rot. (◦) ↓
I (Baseline): φ = VGG16 174 5.45
II: φ = Efficient-B0 103 4.64
III: II + Pose Aug. 75 3.52
IV: III + Appearance Aug. 60 3.14
V: IV + Decoder (ConvNet) 52 2.51
VI: V + Decoder (Transformer) 40 1.98
VII (Ours): VI + Discriminator 33 1.64

tion mechanisms. Finally, in Setup VII, our adversarial dis-
criminator effectively reduces the syn-to-real domain gap,
allowing the model to learn better pose regression features
from synthetic data and further reduce localization error.

4.4. Discussion on Data Synthesis

Emerging Interpolation and Extrapolation Ability. Pre-
viously, APR has been understood to implicitly learn image
retrieval [47], lacking the ability to successfully interpo-
late between training samples and generalize beyond them.
To investigate how APR training is affected by increasing
synthetic data, we experimented on Shop using only 20%
of the real training set with our synthetic data, as shown
in Fig. 6. We can observe that the training set with syn-
thetic data, represented by the red hollow spheres, does not
fully cover the test set spatially. Despite this, the model still
closely predicts the test camera poses, demonstrating inter-
polation ability between training positions and even extrap-
olation ability beyond the original spheres.
Analyzing Generalization Boundaries. To evaluate the
model’s generalizability, we designed an experiment intro-
ducing a “void zone” centered on the test camera, where
all real and synthetic data within this zone were excluded.
The void zone was progressively expanded to determine the
critical threshold at which the localization performance de-
clines most significantly. Specifically, for Shop, we used
100% of the training set to ensure complete scene cov-
erage, with void zone ranges set as [10/0.5, 20/1, 30/1.5,
50/2, 80/2.5, 100/3] (cm/◦). The results in Table 5 demon-
strate a stepwise decline in performance. Initially, expand-
ing the void zone has minimal impact on localization accu-
racy. However, at 30 cm / 1.5°, a sharp decrease in perfor-
mance marks the model’s generalization boundary.



Augmentation
Sphere

Prediction w/ Aug. Extrapolation

InterpolationBaseline
(PoseNet w/o Aug.)

Ground Truth Overfitting

Zoom-in

Figure 6. Visualization of camera locations. The red hollow
spheres, centered at the real images in the training set, represent
the potential locations of all synthetic images during the training
phase. The blue dots, green dots, and red dots represent the ground
truth, prediction by our RAP, and by the baseline, respectively.

Density of Training Data. As shown in Table 6, our
method with the proposed augmentation significantly re-
duces errors as the density of real training data increases
from 20% to 80%. However, the localization accuracy re-
mains almost unchanged from 80% to 100%, as the scene
is already sufficiently covered. Notably, using 100% of the
training data without augmentation can result in a signifi-
cantly higher maximum error in translation, nearly double
that with only 20% of the training data with augmentation,
despite its limited spatial coverage. This suggests that our
augmentation method successfully prevents overfitting to
the training data, improving generalization to the test set.
Quality of Training Data. We evaluate the impact of syn-
thetic image quality on model performance in Table 7, using
20% and 50% of the real data for pose regression. For Shop,
it is evident that fewer training samples in 3DGS result in
lower-quality rendered views (as indicated by lower PSNR),
leading to suboptimal localization performance, particularly
for rotation. Surprisingly, localization performance using
only 20% of the data for training suboptimal 3DGS and
pose regression surpasses the results obtained with 100%
of the data without augmentation, as shown in Table 6. This
experiment confirms the need for a robust NVS model and
the proposed augmentation method in APR training.

5. Conclusion

Summary. We address absolute pose regression with a ro-
bust two-branch joint training framework based on Trans-
former, coupled with an efficient data synthesis pipeline
leveraging 3D Gaussian Splats (3DGS) to synthesize nu-
merous posed images with diverse appearances as addi-
tional supervision. Our RAP achieves state-of-the-art lo-
calization performance, even under challenging appearance

Table 5. Exploring the generalization boundaries of the model
with synthetic data. Green, blue, and red percentages indicate
the relative change in localization error (Med Err) compared to
the scenario without a void zone.

w/o Void
Zone

Void Zone (cm/◦)
10/0.5 20/1 30/1.5 50/2 80/2.5

Med Err ↓
(rel. change)

33/1.26 30/1.34 32/1.32 40/1.84 39/2.07 49/2.20
0%/0% -9%/6.3% -3%/4.7% 21%/46.0% 18%/64.3% 48%/74.6%

Avg Err ↓ 41/1.51 38/1.75 41/1.63 51/2.40 48/2.40 61/2.84
Max Err ↓ 155/4.52 147/6.56 219/6.01 192/8.38 246/9.80 242/13.12
Min Err ↓ 3/0.17 8/0.20 4/0.22 7/0.30 4/0.16 8/0.60

Table 6. Impact of the density of real training data. Our aug-
mentation improves the model’s ability to generalize across the
entire scene, although this effect has an upper limit.

Training
Pose %

w/ Appearance & Pose Aug. (cm/◦) w/o Aug. (cm/◦)
100% 80% 60% 40% 20% 100% 50%

Med Err ↓ 33/1.26 32/1.27 37/1.90 57/2.23 87/3.65 98/3.75 104/4.17

Avg Err ↓ 41/1.51 40/1.50 48/2.17 62/2.81 91/4.65 128/4.49 139/5.33

Max Err ↓ 155/4.52 158/4.09 193/9.39 230/11.06 231/15.45 490/20.73 500/21.02

Min Err ↓ 3/0.17 7/0.20 7/0.18 6/0.38 12/0.46 13/0.63 9/0.48

Table 7. Impact of synthetic image quality. Training with
higher-quality synthetic images from advanced NVS models en-
hances localization performance.

3DGS Performance Localization Performance (cm/◦)
% Images

(Train)
PSNR ↑
(Train)

PSNR ↑
(Test)

% Images
(Train)

Med
Err ↓ Avg

Err ↓ Max
Err ↓ Min

Err ↓

20% 29.08 15.98 20% 58/3.59 68/4.31 211/12.19 14/0.51
20% 29.08 15.98 50% 43/2.47 55/3.26 196/21.11 7/0.40
50% 26.88 17.55 50% 37/1.88 48/2.37 184/10.17 9/0.52

100% 24.60 18.30 50% 33/1.64 41/2.12 130/11.07 4/0.38

variations. Moreover, we thoroughly investigate the impact
of scaling synthetic data and present a novel perspective on
APR: interpolation and extrapolation abilities can emerge if
the data and learning gaps in APR are effectively addressed.
We believe our RAP could be a promising starting point,
and the experiments presented in the paper can provide use-
ful insights for future research in this field.
Limitations and Future Works. Similar to other APR ap-
proaches, our method does not yet achieve better accuracy
than geometry-based techniques, and our per-scene train-
ing is relatively time-consuming. Future work includes effi-
ciently training stronger APR models with geometric pri-
ors, leveraging temporal information, or powerful vision
foundation models [43]. Furthermore, achieving general-
ization in dynamic environments with fewer training sam-
ples presents a promising research direction.
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[2] Åke Björck. Solving linear least squares problems by gram-
schmidt orthogonalization. BIT Numerical Mathematics, 7
(1):1–21, 1967. 13

[3] Eric Brachmann and Carsten Rother. Visual camera re-
localization from rgb and rgb-d images using dsac. IEEE
transactions on pattern analysis and machine intelligence,
44(9):5847–5865, 2021. 2, 5, 6

[4] Eric Brachmann, Alexander Krull, Sebastian Nowozin,
Jamie Shotton, Frank Michel, Stefan Gumhold, and Carsten
Rother. Dsac-differentiable ransac for camera localization.
In Proceedings of the IEEE conference on computer vision
and pattern recognition, pages 6684–6692, 2017. 1, 5

[5] Eric Brachmann, Tommaso Cavallari, and Victor Adrian
Prisacariu. Accelerated coordinate encoding: Learning to
relocalize in minutes using rgb and poses. In Proceedings of
the IEEE/CVF Conference on Computer Vision and Pattern
Recognition, pages 5044–5053, 2023. 1, 2, 5, 6, 7, 17

[6] Samarth Brahmbhatt, Jinwei Gu, Kihwan Kim, James Hays,
and Jan Kautz. Geometry-aware learning of maps for camera
localization. In Proceedings of the IEEE/CVF conference on
computer vision and pattern recognition, pages 2616–2625,
2018. 1, 2, 5, 6

[7] David M. Chen, Georges Baatz, Kevin Koser, Sam S.
Tsai, Ramakrishna Vedantham, Timo Pylvanainen, Kimmo
Roimela, Xin Chen, Jeff Bach, Marc Pollefeys, Bernd Girod,
and Radek Grzeszczuk. City-scale landmark identification
on mobile devices. In CVPR 2011, 2011. 2

[8] Shuai Chen, Zirui Wang, and Victor Prisacariu. Direct-
posenet: Absolute pose regression with photometric consis-
tency. In 2021 International Conference on 3D Vision (3DV),
2021. 2

[9] Shuai Chen, Xinghui Li, Zirui Wang, and Victor A
Prisacariu. Dfnet: Enhance absolute pose regression with
direct feature matching. In European Conference on Com-
puter Vision, pages 1–17. Springer, 2022. 1, 2, 4, 5, 6, 7, 12,
14, 15, 16, 18, 23

[10] Shuai Chen, Yash Bhalgat, Xinghui Li, Jia-Wang Bian, Kejie
Li, Zirui Wang, and Victor Adrian Prisacariu. Neural refine-
ment for absolute pose regression with feature synthesis. In
Proceedings of the IEEE/CVF Conference on Computer Vi-
sion and Pattern Recognition, pages 20987–20996, 2024. 5,
6, 14

[11] Manuela Chessa, Chiara Bassano, and Fabio Solari. Detec-
tion and localization of changes in immersive virtual reality.
In International Conference on Image Analysis and Process-
ing, pages 121–132. Springer, 2023. 1

[12] Hiba Dahmani, Moussab Bennehar, Nathan Piasco, Luis
Roldao, and Dzmitry Tsishkou. Swag: Splatting in the wild
images with appearance-conditioned gaussians. In European
Conference on Computer Vision, pages 325–340. Springer,
2025. 3

[13] Jia Deng, Wei Dong, Richard Socher, Li-Jia Li, Kai Li,
and Li Fei-Fei. Imagenet: A large-scale hierarchical image
database. In 2009 IEEE conference on computer vision and
pattern recognition, pages 248–255. Ieee, 2009. 5

[14] Alexey Dosovitskiy, Lucas Beyer, Alexander Kolesnikov,
Dirk Weissenborn, Xiaohua Zhai, Thomas Unterthiner,
Mostafa Dehghani, Matthias Minderer, Georg Heigold, Syl-
vain Gelly, et al. An image is worth 16x16 words: Trans-
formers for image recognition at scale. In International Con-
ference on Learning Representations, 2020. 4, 13

[15] Mihai Dusmanu, Ignacio Rocco, Tomas Pajdla, Marc Polle-
feys, Josef Sivic, Akihiko Torii, and Torsten Sattler. D2-
net: A trainable cnn for joint description and detection of
local features. In Proceedings of the ieee/cvf conference on
computer vision and pattern recognition, pages 8092–8101,
2019. 2

[16] Martin A Fischler and Robert C Bolles. Random sample
consensus: a paradigm for model fitting with applications to
image analysis and automated cartography. Communications
of the ACM, 24(6):381–395, 1981. 2, 6, 12, 14, 15, 17, 19,
21, 23

[17] Xiao-Shan Gao, Xiao-Rong Hou, Jianliang Tang, and
Hang-Fei Cheng. Complete solution classification for the
perspective-three-point problem. IEEE transactions on
pattern analysis and machine intelligence, 25(8):930–943,
2003. 2, 6, 12, 14, 15, 17, 19, 21, 23

[18] Hugo Germain, Daniel DeTone, Geoffrey Pascoe, Tan-
ner Schmidt, David Novotny, Richard Newcombe, Chris
Sweeney, Richard Szeliski, and Vasileios Balntas. Feature
query networks: Neural surface description for camera pose
refinement. In Proceedings of the IEEE/CVF Conference
on Computer Vision and Pattern Recognition, pages 5071–
5081, 2022. 5, 6

[19] Shahad S Ghintab and Mohammed Y Hassan. Cnn-based
visual localization for autonomous vehicles under different
weather conditions. Engineering and Technology Journal,
41(2):375–386, 2023. 1

[20] Alex Kendall and Roberto Cipolla. Geometric loss func-
tions for camera pose regression with deep learning. In 2017
IEEE Conference on Computer Vision and Pattern Recogni-
tion (CVPR), 2017. 2

[21] Alex Kendall and Roberto Cipolla. Geometric loss functions
for camera pose regression with deep learning. In Proceed-
ings of the IEEE conference on computer vision and pattern
recognition, pages 5974–5983, 2017. 4

[22] Alex Kendall, Matthew Grimes, and Roberto Cipolla.
Posenet: A convolutional network for real-time 6-dof cam-
era relocalization. In Proceedings of the IEEE international
conference on computer vision, pages 2938–2946, 2015. 1,
2, 5, 6, 7, 12, 14, 15, 21, 22

[23] Bernhard Kerbl, Georgios Kopanas, Thomas Leimkühler,
and George Drettakis. 3d gaussian splatting for real-time
radiance field rendering. ACM Transaction on Graphics, 42
(4), 2023. 1, 2, 3, 12

[24] Diederik Kingma and Jimmy Ba. Adam: A method for
stochastic optimization. In International Conference on
Learning Representations (ICLR), San Diega, CA, USA,
2015. 5



[25] Vincent Leroy, Yohann Cabon, and Jérôme Revaud. Ground-
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Appendix

A. Pipeline Workflow
• Stage 1: Appearance-Varying 3DGS (Sec. 3.1)

– Input: Sequences of RGB images I and corresponding
camera poses P .

– Output: 3D appearance-varying Gaussians with de-
blurring ability.

– Loss: L1, LD-SSIM, LLPIPS, LS , and optionally, Ldepth.
• Stage 2: Two-Branch Joint APR Training (Sec. 3.2)

– Branch-1
* Input: Real image-pose pair (I,P ) and the cor-

responding synthesized image with the same pose
(I′,P ).

* Output: Adjusted translation features (Adj(Ft(I),
Adj′(Ft(I

′))), adjusted rotation features
(Adj(Fr(I)),Adj′(Fr(I

′))), and predicted poses
(P̂ , P̂ ′)

* Loss: Pose loss L1
pose, generator loss LGen, and ad-

versarial loss LDis.
– Branch-2

* Input: Synthesized images with randomly blended
appearances and perturbed poses (Isyn,Psyn).

* Output: Predicted poses P̂syn.
* Loss: Pose loss L2

pose.
• Stage-3: Post-Refinement (Sec. 4.1)

– Input: Rendered image from 3DGS using the initial
pose predicted by the trained pose regressor above and
the query image.

– Output: Final refined pose.
– Loss: RANSAC-PnP [16, 17] solver on pixel-level

matching between the rendered and query images.

B. 3D Gaussian Splatting Preliminary

Gaussian Splatting [23] is a promising real-time novel view
synthesis approach. By representing scenes with a set of 3D
Gaussians, this method preserves the differentiable proper-
ties of volumetric radiance fields while allowing efficient
optimization and rendering. The scene is defined through
parameters such as position µ ∈ RK×3, covariance de-
composed as rotation q ∈ RK×4 and scaling s ∈ RK×3,
anisotropic color c ∈ RK×3 modeled by sphere harmonics
Y ∈ RK×16×3, and opacity α ∈ RK . During optimiza-
tion, the scene representation is optimized by iteratively ad-
justing parameters through stochastic gradient descent, en-
abled by a differentiable rasterizer. This process is com-
bined with adaptive density control to dynamically adds or
removes Gaussians based on the gradient of screen-space
points corresponding to the Gaussians and opacity reset to
reduce overfitting caused by floaters. The rendering pro-
cess involves projecting 3D Gaussians onto the 2D image
plane, sorting them by depth, and then applying α-blending

to generate the final image. The render equation is:

C =

N∑
i=1

Tiαici, Ti =

i−1∏
j=1

(1− αj), (I)

where C ∈ R3 is each pixel’s color and Ti is the transmit-
tance. This approach significantly speeds up optimizing and
rendering while achieving state-of-the-art visual quality.

C. MASt3R Preliminary
This section further elaborates on the background knowl-
edge of MASt3R [25] mentioned in Sec. 4.1. MASt3R
grounds image matching tasks in 3D space to improve ro-
bustness and accuracy in challenging scenarios. Building on
the DUSt3R [60] framework, MASt3R incorporates a new
feature-matching head and a fast reciprocal matching algo-
rithm, significantly enhancing performance for dense cor-
respondences and camera pose estimation. It addresses the
limitations of traditional 2D-based methods by leveraging
dense 3D pointmaps and a coarse-to-fine matching strategy.
Extensive evaluations demonstrate substantial gains in ac-
curacy, computational efficiency, and generalizability, mak-
ing MASt3R a robust solution for visual localization tasks.

D. Architecture Details
This section provides additional details regarding the net-
work structure mentioned in Sec 3.2 of the main text.

D.1. Feature Extraction

Our RAP pipeline first downsamples the input real images
by a scale factor of 2 to enhance computational efficiency.
The downsampled images are then normalized and passed
through the backbone network. For feature extraction, we
utilize EfficientNet-B0 [34] as the backbone for multi-scale
feature extraction. Translation feature Ft and rotation fea-
ture Fr are extracted from the third (reduction 3) and
fourth (reduction 4) layers, with the number of feature
channels being Ct = 40 and Cr = 112, which then are pro-
jected via 1×1 convolutions to align with the input channel
dimension D = 128 of the proposed Pose Transformer.

D.2. Pose Transformer

Relying on fine-grained local features, as done in previ-
ous works [9, 30], can hinder invariant feature learning
due to image noise caused by dynamic objects and illu-
mination changes. To overcome this, we leverage Trans-
former’s robust ability to capture long-range dependencies,
as illustrated in Fig. II. Taking the Cambridge Landmarks
dataset [22] as an example, the original image resolution
is 854 × 480. After downsampling and feature extraction,
the resulting translation feature map (identical for the ro-
tation feature map) has a shape of [B, 112, Ht,Wt], where
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token in Vision Transformers (ViT) [14] with translation token
Trans or rotation token Rot for the following regression head.

Ht = 15 and Wt = 27. A 1 × 1 convolutional layer is
then applied to adjust the number of feature channels to 128,
aligning it with the input dimension of the Transformer ar-
chitecture. The translation token is a learnable parameter
with 128 dimensions. The translation feature map is flat-
tened and concatenated with the translation token, forming
a matrix of size [B, 128, Ht ×Wt + 1]. This matrix, com-
bined with positional encodings, is fed into the Transformer
decoder, which consists of six layers, each containing multi-
head self-attention with eight heads. Finally, the dimen-
sion corresponding to the translation token is extracted and
passed to the regression head to predict the translation. For
clarity, we describe the process using translation as an ex-
ample, but the same approach is applied to rotation.

D.3. Adversarial Discriminator

We address the domain gap between synthetic and real im-
ages at the feature level by employing an adversarial dis-
criminator. Specifically, the translation features Ft(I) and
rotation features Fr(I) are first processed through the ad-
justment layers composed of two Conv-ReLU-BN layers,
respectively, as Adj(Ft(I)) and Adj′(Ft(I

′)), which align
the channel dimensions to a consistent size of 128. The

discriminator, implemented as a sequence of four convo-
lutional layers with LeakyReLU activations and dropout,
progressively reduces the spatial dimensions. The output is
flattened and passed through a fully connected layer tailored
for different datasets. Meanwhile, the BCE loss is applied
in the discriminator, ensuring effective adversarial learning
and bridging the feature-level domain gap.

D.4. Regression Head

The output features from the Transformer are fed into dedi-
cated regression heads. For translation, the regressor out-
puts a 3-dimensional vector representing [x, y, z] coordi-
nates. For rotation, the regressor outputs a 6-dimensional
vector, which is a continuous representation of a rotation
matrix [68], which is subsequently converted into a 3 × 3
rotation matrix with Gram-Schmidt orthogonalization [2].

E. Implementation Details

E.1. Appearance-Varying 3DGS

The detailed pipeline of our Appearance-varying 3DGS is
demonstrated in Fig. I. For challenging datasets with mov-
ing objects and camera motion blur, we extend the opti-
mization iterations to 90,000 and adjust densification pa-
rameters and pruning behaviors according to the scene’s
size and complexity. For 7-Scenes [52], we use the pro-
vided depth information to regularize 3DGS. We sample
scenes that need edge refinement twice when optimizing
each frame. The loss L is implemented as:

L = γ1L1+γ2LD-SSIM+γ3LLPIPS+γ4LS+γ5Ldepth, (II)

where γ1 = 0.8, γ2 = 0.2, γ3 = 0.005, γ4 = 0.001, and γ5
is decayed from 1 to 0.01 if depth regularization is enabled;
otherwise, γ5 = 0. S is the learnable sampler mentioned in
Sec. 3.1. LS is computed as:

LS =
1

n

∑
ReLU(|S| − 1). (III)



Table I. Metadata showing the number of images in the training and test sets for each scene. The number of image sequences in each
scene is indicated in parentheses. Different appearances across image sequences collected at different times pose challenges to modeling
the environment and performing visual localization. More visualization can be found in Fig. III, Fig. X, and Fig. XIII.

7-Scenes [52]
Scenes Chess (6) Fire (4) Heads (2) Office (10) Pumpkin (8) Kitchen (14) Stairs (6) Total
Train 4000 2000 1000 6000 4000 7000 2000 26000
Test 2000 2000 1000 4000 2000 5000 1000 17000

Cambridge [22]
Scenes College (8) Hospital (9) Church (14) Shop (3) - - - Total
Train 1220 895 1487 231 - - - 3833
Test 343 182 530 103 - - - 1158

MARS [26]
Scenes “0011” (9) “0015” (5) “0037” (5) “0041” (5) - - - Total
Train 792 788 771 819 - - - 3170
Test 186 172 225 204 - - - 787

E.2. Two-Branch Joint APR Training

The RAP is trained with a batch size of B = 12 on
NVIDIA RTX A6000 GPUs with 48 GB of memory. To
optimize training and save time, we employ an early stop-
ping mechanism with a patience value of 200. Additionally,
the learning rate is reduced by a factor of 0.95 whenever
the validation loss plateaus, with this adjustment made ev-
ery 50 epochs. The loss weights used during training are
β1 = 1, β2 = 1, β3 = 0.7. Following DFNet [9], we also
include an additional triplet loss with the same weight with
β1. For every N = 20 epoch, we randomly generate the
same number of views as the training sample size using our
appearance and pose augmentations. The model generally
converges after approximately 1000 epochs.

E.3. Matching-Based Post Refinement

We only use MASt3R’s coarse mode to obtain 2D-2D
matches between the rendered RGB image and the query
image to save time. Then, we back-project the rendered
depth map from 3DGS into 3D space. In the following
RANSAC-PnP [16, 17], we set the projection error to be
2 pixels. All other settings follow the defaults provided in
the MASt3R repository.

F. Evaluation Metrics
We use a widely accepted metric to assess and compare the
localization performance of various methods: the median
error in translation and rotation, defined as a cm and b◦, re-
spectively. In the main manuscript, we also report the mean,
maximum, and minimum errors to statistically compare the
performance distribution across different methods.

G. 7-Scenes [52]
All the benchmark metadata, including 7-Scenes, are shown
in Table I, where the training set consists of 26000 images,
and the test set contains 17000 images, with volumes be-
tween 1 m3 and 18 m3. These images include texture-less
surfaces, object occlusions, and motion blur.

Table II. Quantitative comparison of image quality between
3DGS using DSLAM [41] and SfM [48] poses. SfM poses pro-
duce more realistic synthetic images with better consistency, as
indicated by higher PSNR values that reflect higher image quality.

PSNR ↑ Chess Fire Heads Office Pumpkin Kitchen Stairs
DSLAM 19.98 19.04 17.23 20.89 19.20 18.92 18.93

SfM 26.52 24.79 20.51 26.35 24.87 24.66 22.98

G.1. Visualization of Rendering Quality

Figure III shows the image rendering results of our method
compared to the DFNet [9] method across various scenes
in the 7-Scenes dataset. DFNet consistently exhibits blurred
edges and artifacts in all scenes, primarily due to the low
resolution of voxel density sampling in NeRF. When the
sampling points are insufficient, edge details become fuzzy.
In contrast, our method leverages the explicit 3DGS ap-
proach, effectively addressing this issue. The image quality
achieved by our method is significantly better than that of
NeRF-based methods. Furthermore, our deblurring tech-
nique ensures that object edges are clear and sharp, further
enhancing the overall rendering quality.

G.2. Ground Truth Pose Details

In addition to evaluating performance using SfM ground
truth poses of the 7-Scenes dataset, which enable synthe-
sizing higher-quality images [10], we also provide results
based on DSLAM [41] ground truth poses of the same
dataset. As shown in Fig.III, SfM poses yield more accu-
rate results, while DSLAM poses introduce noticeable arti-
facts along object edges. The quantitative results in Table II
compare the image quality metric (PSNR) for the two sets
of poses, demonstrating a significant improvement in image
quality with SfM poses. This enhancement further boosts
the performance of APR. Furthermore, Table 1 shows that
RAP using SfM poses achieves lower localization errors,
although RAP using DSLAM poses already delivers state-
of-the-art performance.
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Figure III. Qualitative comparison of different NVS settings. Our 3DGS using SfM ground truth poses achieves the best visual quality,
while using DSLAM poses results in blurry images, and the NeRF-based method produces the worst results.

G.3. Additional Visualization of RAP

We present qualitative comparisons on the subsets of the
7-Scenes dataset in Fig. VII, comparing our method with
DFNet [9]. Notably, in Fire-seq-04, Pumpkin-seq-01, and
Kitchen-seq-14, our method avoids collapsing in certain re-
gions, unlike DFNet, which generates a significant number
of outliers. This demonstrates our method’s strong general-
izability.

G.4. Additional Visualization of RAPref

Figure VIII illustrates the intermediate steps involved in
post-refinement. Specifically, after obtaining the initial pose
estimation of the query image from RAP, we render the cor-
responding image and depth map through 3DGS. Then, we
use MASt3R [25] to calculate the pixel correspondences be-
tween the two images. As shown in Fig. VIII, the matching
lines before refinement are not sufficiently horizontal, in-
dicating inaccuracies in the initial pose estimation. Next,
we derive 2D-3D correspondences from the depth map and
optimize the pose using a RANSAC-PnP [16, 17] solver.
The final column of images demonstrates that the refined
pose produces a rendered image almost indistinguishable
from the original query image, with the matching lines now
highly horizontal, highlighting the improved accuracy of the
pose estimation. As shown in Fig. IX, the errors of our
RAPref are even less than 1 centimeter.

H. Cambridge Landmarks [22]
H.1. Effectiveness of Deblurring

Visual localization benchmarks are typically collected from
video sequences, where motion blur between adjacent

GTOursOurs w/o Deblur

Figure IV. Effectiveness of deblurring. The images in the sec-
ond column, generated by 3DGS with deblurring ability, exhibit
clearer and sharper edges than those produced without deblurring.

frames is inevitable. This negatively affects both the op-
timization of 3DGS and localization performance. To ad-
dress this, we incorporate a deblurring module mentioned
in Sec. 3.1, when optimizing 3DGS to mitigate these ef-
fects. As shown in Fig. IV, the deblurring module enhances
the modeling of object edge details and removes artifacts,
resulting in higher-quality data synthesis for APR training.

H.2. 3DGS with Controllable Appearances

Figure X showcases images synthesized by our appearance-
varying 3DGS on the Cambridge Landmarks dataset. The
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Figure V. Visualization of the training set distribution and results on St. George’s Basilica Building [47].

images rendered by our 3DGS exhibit finer details, such as
sharper edges and textures, compared to those produced by
DFNet [9], a NeRF-based method. These improvements
contribute to better performance in both translation and ro-
tation regression. Additionally, our 3DGS can model en-
vironments with varying weather conditions using multiple
image sequences, enabling seamless interpolation between
them. This allows for synthesizing more diverse images,
aiding RAP in learning robust and invariant features and
further enhancing pose regression performance.

H.3. Additional Visualization of RAPref

The same process in RAPref on the Cambridge Landmarks
dataset is shown in Fig. XI, with results in Fig. XII. Com-
pared to indoor scenes, localization errors in outdoor scenes
are significantly larger. This is attributed to inherent limi-
tations in scene scale and image resolution. Even when the
visual matching between the real and synthesized images
appears nearly perfect to humans, as indicated by the im-
age continuity near the diagonal in Fig. XII, errors can still
occur within a single pixel in the image coordinate system.
For fairness, we use the same resolution as DFNet [9].

I. MARS [26]
I.1. Ground Truth Pose Details

The GPS/IMU poses provided in the dataset are inaccurate,
so we use COLMAP [48] poses as the ground truth and
compute the scaling factor relative to the GPS locations to
calculate the metric translation error.

I.2. 3DGS with Controllable Appearances

The main challenges in driving scenarios include dynamic
objects, such as vehicles and pedestrians, and dynamic envi-
ronments with varying weather conditions. Fig. XIII shows
that our appearance-varying 3DGS successfully models
variations in ambient lighting. Notably, it can also capture
dynamic elements in the scene, such as vehicles on the road.

I.3. Additional Visualization of RAPref

Figure XIV and Fig. XV illustrate the same post-refinement
process and results of RAPref on the MARS dataset. Our
model successfully handles the challenges of varying ap-
pearances in autonomous driving scenarios. As shown in
Fig. XV, although the ground truth images and rendered
images along the diagonal often exhibit differences in ap-
pearance, this does not compromise localization accuracy,
as evidenced by the continuity of the images.

J. Emerging Generalization in APR
To better demonstrate the emergent generalization ability
of the model under large-scale data training, we trained the
model on the St. George’s Basilica Building [47] and visu-
alized the results in Fig. V. Here, the translation perturba-
tion was set to δt = 350 cm and the rotation perturbation
to δr = 60◦. Notably, the test set contained two regions
entirely uncovered by the training set. With extensive syn-
thetic data, our method successfully extrapolates beyond the
training views and interpolates between them, as shown in
the results. We also learn from our experiments that reduc-



Table III. Inference efficiency.

Method PyTorch Mode Avg FPS ↑
ACE [5] With C++ 50

RAP (Ours)
Eager 105
Compiled 154
Compiled reduce-overhead 187

ing the rotation perturbation, such that the overlap between
test views and training views remains minimal, leads to poor
localization performance. This is because the parameter
space of translation and rotation is inherently a manifold
in SE(3). Even if the translation remains fixed, significant
rotation changes result in entirely different visual content in
the images, naturally preventing the model from estimating
poses of such unseen views, which correspond to a large
distance on the SE(3) manifold. Therefore, enabling gen-
eralization across a broader range of space is an important
direction for future work.

K. Inference Efficiency
As shown in Table III, our Python prototype of
RAP achieves approximately 187 FPS with the
reduce-overhead mode of torch.compile†

on a laptop equipped with an NVIDIA RTX 4060 GPU
running at 50 W and an Intel Core i9-13900H CPU,
demonstrating real-time inference performance on compact
devices. For RAPref, the post-refinement time per frame is
0.5 s on the same device, including RAP inference, 3DGS
rendering with gsplat [64], MASt3R matching, and
RANSAC-PnP [16, 17] solving using OpenCV. During this
process, the GPU power consumption can reach 70–80 W.
Additional implementation details will be provided in our
code repository, which will be released soon.

L. Failure Cases
Fig. VI presents several failure cases encountered during
evaluation. Occlusions pose the most significant chal-
lenge for APR, particularly when dynamic objects are
present. For example, in the second-row images, tree
branches—absent in the 3DGS-synthesized image—appear
during the inference stage, disrupting feature extraction.
Additionally, textureless patterns in the image can degrade
APR performance. For instance, in the third row, the stark
contrast between the featureless sky and the building’s un-
derexposed color creates ambiguities, posing challenges
for feature extraction, potentially misleading the regression
head, and impacting localization accuracy.

†Timing measured using the function provided in https://
pytorch.org/tutorials/intermediate/torch_compile_
tutorial.html; dataloader time is excluded.

Query Image Prediction (RAP)

159.78 cm, 5.52°

131.43 cm, 3.88°

233.85 cm, 4.20°

RealReal

Synthesized

Figure VI. Failure cases. The primary reason for localization fail-
ure is occlusion, as shown in the first two rows. Additionally, tex-
tureless regions in the query image, such as the sky, can also result
in significant errors.

https://pytorch.org/tutorials/intermediate/torch_compile_tutorial.html
https://pytorch.org/tutorials/intermediate/torch_compile_tutorial.html
https://pytorch.org/tutorials/intermediate/torch_compile_tutorial.html
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Figure VII. Visualization of estimated camera poses on the 7-Scenes dataset [52]. Translation and rotation errors are indicated by the
color of the error bars. Our RAP framework more closely follows the ground truth trajectory with fewer outliers compared to DFNet [9].
The sequences visualized are: Chess-seq-03, Fire-seq-04, Heads-seq-01, Office-seq-07, Pumpkin-seq-01, Kitchen-seq-14, and Stairs-all.
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Figure VIII. Visualization of the post-refinement pipeline on the 7-Scenes dataset [52]. Starting with the query image, we first obtain
its initial pose from RAP, render it using 3DGS, and generate matches. The lines before refinement are not sufficiently horizontal due
to inaccuracies in the initial pose. Next, we back-project the rendered depth to 3D and use RANSAC-PnP [16, 17] to compute a refined
pose, which is then tested by rendering and matching again. The matches after refinement are horizontal, indicating that the refined poses
are more accurate. Moreover, the rendered depth maps illustrate that our appearance-varying 3DGS successfully reconstructs the scene’s
geometric information, a critical factor in ensuring accurate 2D-3D correspondences.
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Figure IX. Visualization of localization errors on the 7-Scenes dataset [52]. Each subfigure is split by a diagonal line, with the bottom-
left section showing the image rendered from the estimated or refined pose and the top-right section displaying the ground truth image.
The continuity along the diagonal line demonstrates the satisfactory accuracy of the poses obtained by our RAPref.
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Figure XI. Visualization of the post-refinement pipeline on the Cambridge Landmarks dataset [22]. Starting with the query image,
we first obtain its initial pose from RAP, render it using 3DGS, and generate matches. The lines before refinement are not sufficiently
horizontal due to inaccuracies in the initial pose. Next, we back-project the rendered depth to 3D and use RANSAC-PnP [16, 17] to
compute a refined pose, which is then tested by rendering and matching again. The matches after refinement are horizontal, indicating that
the refined poses are more accurate.
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Figure XII. Visualization of localization errors on the Cambridge Landmarks dataset [22]. Each subfigure is split by a diagonal
line, with the bottom-left section showing the image rendered from the estimated or refined pose and the top-right section displaying the
ground truth image. The continuity along the diagonal line demonstrates the satisfactory accuracy of the poses obtained by our RAPref.
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Figure XIII. Synthetic images with varying appearances on the MARS dataset [26]. The appearances of the synthetic images can be
arbitrarily generated using different blending weights ω, ranging from 0 to 2.

DFNet [9] results are not presented here because, despite our best efforts, we were unable to effectively train NeRF in DFNet. A likely reason is that
NeRF requires the scene scale to be constrained within [−π, π], which means the scaling factor must be manually aligned for each scene. This process can
be labor-intensive and tedious, particularly for diverse outdoor scenes.
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Figure XIV. Visualization of the post-refinement pipeline on the MARS dataset [26]. Starting with the query image, we first obtain
its initial pose from RAP, render it using 3DGS, and generate matches. The lines before refinement are not sufficiently horizontal due
to inaccuracies in the initial pose. Next, we back-project the rendered depth to 3D and use RANSAC-PnP [16, 17] to compute a refined
pose, which is then tested by rendering and matching again. The matches after refinement are horizontal, indicating that the refined poses
are more accurate. Moreover, the rendered depth maps illustrate that our appearance-varying 3DGS successfully reconstructs the scene’s
geometric information, a critical factor in ensuring accurate 2D-3D correspondences.
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Figure XV. Visualization of the localization errors on the MARS dataset [26]. Each subfigure is split by a diagonal line, with the
bottom-left section showing the image rendered from the estimated or refined pose and the top-right section displaying the ground truth
image. The continuity along the diagonal line demonstrates the improved accuracy of the poses obtained by our RAPref.
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